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Turbulent temperature field in a channel subject to strong wall injection has been investigated 

via direct numerical simulation technique. These flows are pertinent to internal flows inside 

hybrid rocket motors. A simplified model problem where a regression process at the propellant 

surface is idealized by wall injection has been investigated to understand how the temperature 

field is modified. The effect of strong wall injection displaces thermal boundary layer away from 

the wall and this causes a sharp drop of friction temperature. Turbulent diffusivity and dis- 

sipation time scale for temperature field are found to show large variations in the streamwise 

direction under application of wall blowing. It is, thus, expected that more sophisticated tur- 

bulence models would be required to predict the disturbed temperature field accurately. 
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Nomencla ture  
Cp : Specific heat at constant pressure 

h : Half channel height 

k : Turbulent kinetic energy, 
1 ~(  u" u'+v" v'+w'w') 

Lx, Lz: Domain size in the streamwise and span- 

wise directions, respectively. 

Pr : Molecular Prandtl number 

Reh :Reynolds  number based on inlet bulk 

velocity and half channel height, Vbh/v 
Rer : Reynolds number based on inlet friction 

velocity, ur,~nteth/ v 
T ' u '  

Rr, u, Trn, urns 

Z'v" 
RT,~, Trnsvrns 
Ub :Bulk  velocity at inlet of the computa- 

tional domain 
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Tmean : Mean temperature 

T+ean Z Mean temperature non-dimensionalized 

by inlet friction temperature, Tmean/Tr 
Trns : Rms temperature 

qw T~ ' Friction temperature, pCpur 
t : Time 

u~ : Velocity component, i----l, 23 

Urns, Vrns, Wrns : Turbulence intensities in x, y 

and z directions 

ur : Friction velocity evaluated at inlet of the 

domain, ~/-rw/ P 
: Cartesian coordinate in the streamwise, 

wall-normal and spanwise directions 

:Wal l -no rma l  direction normalized by 

wall unit, u r y / v  

Greek  Let ters  

at : Turbulent diffusivity 

e : Wall injection parameter, Vw/Ub 
eK : Dissipation of velocity fluctuations 

er : Dissipation of temperature fluctuations 

/lr : Taylor microscale for temperature, 

g/ l  T'T' 1 
Pr 2 er  

r : Time scale of velocity field, k / e r  

X, y, Z 

y+ 
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~r 

Tw 

: Time scale of  temperature field, 

T'T" 
2 /er 

: Wall  shear stress evaluated at inlet, 

dU .(wL0 
1. Introduction 

Better understanding for temperature field for 

internal flow in a hybrid rocket motor is impor- 

tant for many reasons. Since the stable operation 

is a design prerequisite for the rocket motor 

and the occurrence of  flow instability carries a 

potential for serious damage and engine failure, 

it is important to understand the interaction of 

internal velocity and temperature fields with re- 

gression process. Since the near-wal l  state of  

turbulence is likely to be modified by the effect 

of wall blowing, locally disturbed temperature 

field is expected to change the local heat transfer 

characteristics near the propellant surface. The 

evolution of  core flow or large scale motion in 

the middle of  channel will also be strongly in- 

fluenced by wall injection and thus, an accura te  

prediction of  regression and the subsequent com- 

bustion processes will be very difficult even if not 

impossible. 
In spite of the importance of  these injection 

driven types of  flows such as those in hybrid 

rocket motors, there has been significantly less 

effort both in experimental and turbulence mo- 

deling studies than in other common shear flows. 

Most of previous studies (Williams et al., 1969; 

Beddini, 1986; Traineau et al., 1986; Dunlap et 

al., 1990; Liou and Lien, 1995) have dealt with 

very weak blowing and Lee et a1.(2003), an- 
alyzed the combustion instability occurring in 

the hybrid rocket motor but none of  them inves- 

tigated turbulent temperature field. This fact is 

reflected in a difficulty of predicting the tempera- 

ture field using currently available turbulence 

models with satisf actory accuracy. 
The present work is motivated by the need 

for the high quality data on the temperature 

statistics of turbulent flows influenced by strong 
wall- injection in order to understand how the 

temperature field is modified and to support 

RANS and LES modeling developments. For  

this purpose, a method of direct numerical si- 

mulation was chosen for the present study. Since 

the details of  the velocity field were already 

explored in the first part of  this research (Na, 

2003), the results regarding temperature field 

will be mainly discussed here. 

2. Numerical  Methodology 

2.1 Governing equations 
A very simplified yet sufficiently realistic mo- 

del problem has been considered to enable DNS 

and, at the same time, to serve for the purpose 

of  the present work. The flow configuration is 

shown schematically in Fig. 1. A regression pro- 

cess at the propellant surface is idealized by 

wall injection. The streamwise extent of a domain 

is L x = 2 6 h ,  the spanwise extent is L ~ = 6 . 5 h  

where h is the half  channel height. In terms of 

wall units (based the friction velocity at inlet of  

the domain) ,  the domain size is roughly equiva- 

lent to 3820, 294, 955 in the streamwise, wal l-  

normal and spanwise directions, respectively and 

a length of  about 1900 wall units is allowed for 

the injection-driven flow regime. By referencing 

to most of  the available DNS results (Kasagi 

and Shikazono, 1995 ; Kim et al., 1987 ; Na et al., 

1999), it is thought that the choice of about 1900 

wall unit is generally reasonable in capturing the 

characteristics of the injection-driven flow. 

Since the Mach number in the hybrid motor 

is in general less than 0.1, the following non-  

dimensionalized governing equations for velocity 

.i Blow11~ ~ p l i ~  

for nlf]ow llu'btdlll~ [ l  
L.J BIo','ta~l; app,~,lxl 

Vw= 6 U  b 

Fig. 1 Flow configuration 
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and temperature fields of  unsteady incompres- 

sible viscous flows are solved on a rectangular 

staggered grid (Harlow and Welch, 1965). 

0u  7 
- - = 0  (1) 
Ox* 

OU* ~_ O_,(u,u,  ) = _  OD* 1 o~u * 
Ot* ax~ Ox* q- Re-----~ Ox*x~ 

(2) 

OT* 0 1 3ZT * 
Ot* ~ - ~ ( u * T * ) -  (3) RehPr OX* X* 

All the variables are made dimensionless using 

an inlet bulk velocity, upper wall temperature 

and a half-channel height. The superscript * 

will be dropped hereinafter for convenience. It 

is assumed that the fluid density is independent 

of temperature so that the heat is essentially 

transported as a passive scalar, without pro- 

ducing buoyant force. 

The governing Eqns. (1)-(3)  are integrated in 

time using a semi-implici t  scheme. A low-storage 

three-substep, third order Runge-Kut ta  scheme 

(Spalart et al., 1991) is used for treating convec- 

tive terms explicitly and a second order Crank-  

Nicolson scheme for viscous terms semi-impli-  

citly. Al l  the spatial derivatives are approximat- 

ed with second order central difference scheme 

except for the convection term in Eq. (3). It has 

been reported that the central differencing ap- 

plied to convection terms in the passive-scalar 

equation with inflow-outflow boundary condi- 

tion led to numerical instability (Akselvoll and 

Moin, 1996) and thus, widely used QUICK 

scheme (Leonard, 1979) was incorporated as a 

remedy for the present work. 

2.2 Boundary condit ions  

Wall injection starts from x/h=13.4 along 

both upper and lower walls. The strength of  

wall- injection is denoted by 6 = Vw/Ub, where 

Vw is the strength of injection applied in the 
normal directiont the wall and Ub is the bulk 

velocity at inlet of  the domain. In the present 

study, the value of  ~=0.05 is chosen to investi- 

gate the effect of strong wall injection. 

The no-s l ip  boundary is used along the wall 
except in a region where constant blowing is 

applied ( x /h>  13.4). The bottom wall is cooled 

and the top wall is assumed to be heated at the 

same rate so that both walls are maintained at 

constant temperature ( - -Tw and Tw respective- 

ly). The flow is assumed to be homogeneous in 

the spanwise direction, justifying the use of perio- 

dic boundary conditions in that direction. 

A popular  convective boundary condition, 

which allows the turbulent structures generated 

inside the domain to leave smoothly, is used for 

the outflow boundary condition. In order to gen- 

erate a turbulent inlet condition as a function of  

time, a periodic channel is attached in front of 

the domain where the injection is applied. 

2.3 Computat iona l  deta i l s  

The Reynolds number, Ubh/v is set to 2250 

and is approximately equivalent to R e r ~ 1 5 0  
when the inlet friction velocity is used. The 

Prandtl number is set to 1 ( P r : l ) .  

Computations are conducted with two dif- 

ferent resolutions in order to see the resolution 

effect on 257 × 129 × 129 and 513 × 257 × 129 grids 

but only the results with 513×257×129 grids 

will be presented here otherwise indicated. The 

513 × 257 × 129 grid system gives the grid resolu- 

tion of approximately Zlx+~7.5, Z/Yr~n~0.0055, 

z/ygax~ 1.8, ,dz+~7.5 using wall variables defin- 

ed at inlet of the domain. Judging from the 

previous work on channel flow by the spectral 

method by Na et a1.(1999) and Miyauchi and 

Tanahashi 's  turbulent mixing layer simulation 

(1993), the resolution chosen in the present study 

is better in both of  regions with and without 

wall-injection. 

For  the calculation of  statistical quantities, 

averages are performed over the homogeneous 

spanwise direction and time and hence, single- 

point statistics are functions of  both x and y. 

In the present flow configuration, the flow ex- 
periences complex changes after the injection is 

applied and this causes slower statistical conver- 

gence than in the upstream. The total averaging 
time is 60 h~ Ub. 

Figures 2 ( a ) - ( b )  show the effect of resolution 

on the mean and rms temperatures in a plain 

channel region. Essentially the flow in this region 
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should be that of  simple channel flow in a statis- 

tical mean sense. For  a proper comparison, the 
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Comparison of temperature statistics 
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Fig. 3 
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Limiting behavior of mean temperature in 
semi-log coordinate, where Tge,= is norma- 
lized by y+ 

results from the present simulations taken at 

x/h=l .O are compared with those of  Na et al. 

(1999) obtained with a pseudo-spectral  method. 

Since the different resolution tends to make the 

difference in friction temperature (as well as fric- 

tion velocity), the direct comparison of  T+ean 
instead of T/Zw would be a more severe test. 

The mean temperature profile shows that the 

current resolution is generally good enough to 

predict the first order temperature statistics. Fig- 

ure 2(b) indicates that the higher resolution 

improves the prediction of  rms values but the 

present results are consistently lower near the 

local maximum point around y + ~  17 and consis- 

tently higher in the middle of  the channel than 

those obtained from a pseudo spectral method. 

One of the possible reason is the damping caus- 

ed by the QUICK scheme. Especially, the tem- 

perature gradient is larger in a region near the 

wall, it is expected that the larger production of 

T'T"  and temperature dissipation occur locally 

here. Thus, the scheme which is dissipative in 

nature is likely to under-predict  the temperature 

fluctuation. The truncation error resulting from a 

second order finite differencing can be another 

reason for the discrepancy shown in Fig. 2 (b). 

Figure 3 shows the limiting behavior of  mean 

temperature divided by the dimensionless distance 

from the wall. A conductive sublayer, where a 

relation Z + = P r y  + should hold, is clearly seen 

and the limiting value for T+/y + as y+---+ 0 is 

found to be 1.0003. This result along with Figs. 

(2) suggests that the present resolution for the 

temperature field is sufficient for the purpose of 

the paper. 

3. Results  

The flow experiences strong streamwise accel- 

eration or inhomogeneity due to the effect of  

wall injection. In addition to the complex flow 

elements in the middle of  the channel, the effect 

of blowing creates totally displaced thermal 
boundary layer away from the wall. Friction 

_ _  q w  temperature, Zr--p~-pu ~ shown in Fig. 4 in- 

dicates that the conduction heat transfer (or 
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equivalently, temperature gradient) at the wall 
actually decays faster than the friction velocity. 
This result provides a basis for assuming that 
the hydrodynamic and thermal boundary layers 
react to strong injection of different extents. 

The progression of  mean temperature pro- 
files shown in Fig. 5 suggest that the temperature 
profiles deviate significantly from that of non- 
transpired channel flow (Na et al., 1999). Espe- 
cially after the downstream of  x/h=15.1 ,  tem- 
perature gradient at the wall almost vanishes 
and this causes very low heat transfer rate to the 
flow. 

Temperature fluctuations are presented in 
Fig. 6. Since the mean flow dynamics in the 
present configuration are significantly different 
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from those in non-transpired channel, the distri- 
butions of  temperature fluctuation show sizable 
departure as well. The locations of maximum 
intensity progressively move away from the wall 
as the flow goes through a region of wall injec- 
tion. In order to see how the wall injection in- 
fluences the fluctuating velocity and temperature 
fields, streamwise velocity intensities at several 
streamwise locations are shown in Fig. 7. It is 
compared with T r ~  given in Fig. 6. The impact 
of the injected vertical flow upon the turbulent 
boundary layer is accompanied by the lifted 
shear layer and the interaction of the boundary 
layer with the injection induces different flow 
characteristics for the cases of streamwise velo- 
city and temperature. In other words, the maxi- 
mum of Urns appears closer to the wall than that 
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Fig. 6 Profiles of temperature fluctuation 
streamwise locations 
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of T~s. As found in Fig. 4, the thermal boun- 
dary layer is pushed further away from the wall 
than the hydrodynamic boundary layer by the 
action of  wall injection and naturally most of 
the temperature statistics are skewed to the mid- 
dle of the channel. Also, the temperature boun- 
dary condition generates the finite temperature 
gradient in the middle of the channel as op- 
posed to the velocity gradient and this results in 
a finite temperature fluctuation there. 

Reynolds shear stress ( - - u ' v ' )  as well as tur- 
bulent vertical heat flux ( - -  T'v') are compared 
in Fig. 8. These quantities are directly related 
to turbulent transport of  momentum and heat 

respectively, and are subject to crowded atten- 
tion for RANS type modelling. As the flow 
goes through a region of  higher pressure gradient 
induced by the wall injection, both Reynolds 
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Fig. 8 (a) Profiles of Reynolds shear stress, --u'v' 

(b) Profiles of turbulent heat flux, --T'v" 

shear stress and turbulent vertical heat flux ex- 
hibit broader region of high transport. 

Using T'u', one can calculate the turbulent 
diffusivity shown in Fig. 9 at several streamwise 
locations. Significant variation of turbulent dif- 
fusivity with x can be realizable and it is clear 
that the near-wall RANS modeling problem 
should be very different from that of non-tran- 
spired walls. At x/h=15.1,  at remains small up 
to y/h<0.25 mainly due to the vanishingly 
small T'v" at this location. For x / h > l S . l  tur- 
bulent diffusivity increases abruptly as the flow 
moves downstream. From a modeling point of 
view, turbulent diffusivity is assumed to be pro- 
portional to the turbulence time-scale times the 
velocity-scale squared (usually given by a turbu- 
lent kinetic energy). In this context, a sudden 
increase of turbulent kinetic energy (Na, 2003) 
is more responsible for sudden increase of  tur- 
bulent diffusivity because the time-scale actually 
decreases as will be discussed later in Fig. 13. 

The behavior of the two different correlation 

T'u" T'u' 
coefficients Rr, u ,= T,,,,sU,.,~ and Rz,~,,- T,-~V~s 

are illustrated in Figs. 10 (a ) - (b ) .  Again, strong 
variations with x of these correlations are notice- 
able. Especially, the correlation between T and 
u in the vicinity of the wall has been dropped 
significantly and this is another evidence that the 
analogy between streamwise velocity and temper- 
ature does not hold for the case of  strong injec- 
tion. By looking at the governing Eqns. (2 ) -  (3), 
the noticeable difference in streamwise velocity 
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Fig. 9 Profiles of turbulent diffusivity, at 
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and temperature can be created by the pressure 

gradient term. For x / h = 1 5 . 2 ,  which is located 
near downstream of the initiation point of wall 
injection, the flow experiences a sudden change 
of pressure gradient and this location shows a 
negligible correlation. Further downstream, the 
correlations show a sign of recovering to that of  

non-transpired wall. 
The variation of temperature dissipation, er 

is plotted in Fig. I1. In a region without wall 
injection, the maximum dissipation occurs at the 
wall. But with the initiation of  wall injection, 
the maximum point starts to progressively move 
away from the wall. This behavior can be ex- 
plained by looking at the behavior of mean tem- 
perature profiles shown in Fig. 5. A region of 
large temperature gradient in the wall-normal 

direction generally corresponds to a region of 
large temperature dissipation and fluctuations. 
As shown earlier, the thermal boundary layers 
are lifted due to a strong wall injection and this 
causes a larger temperature gradient and, thus, a 
larger dissipation to occur away from the wall. 
The sum of integrated (over y) temperature dis- 
sipation increases and a region of non-negligible 
dissipation becomes wider with x. This is likely 
to be related to the prevalent shear layer generat- 
ed by the application of wall injection. 

One can use er to define a micro-scale, analo- 
gous to that defined by Taylor for dissipation of 

1 T 'T" 1 . Figure 12 turbulent energy, /1~--Pr 2 er 

presents the distribution o f / ] r  at several stream- 
wise locations. It is found that /]r decreases in 
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a region of wall injection• This result suggests 

that the contribution of high wave numbers be- 

comes more important with increasing x. 

A base of k - e  and Reynolds stress closure 

models is the definition of a characteristic time 

scale, r, which is calculated as r=k/e.  In the 

conventional k - e  model, the turbulent viscosity 

is taken as vt~kr~k2/e .  Similarly, in an at- 

tempt to model at, another time scale rr has 

been widely used, which is defined as ¢tt~krr. 
Nagano and Kim (1988) made assumptions that 

Olt~k'Cr o r  at~k(rrr) u2. Calculated time scale 

rr at several streamwise locations are presented 

in Fig. 13. The significant variation with x 

suggests that the principal theoretical problem 

to relate the temperature fluctuations to the pro- 

perties of the fluctuating velocity will not be a 

minor work and a critical test for the models of 

scalar-transport will be their ability to predict 

the influence of wall injection on various temper- 

ature statistics shown in the present work. 

In earlier study (Na, 2003), it was shown that 

the Reynolds stress term was an order of magni- 

tude smaller than any other terms in the mean 

momentum equation budget in the region of 

wall injection. But in the absence of pressure 

gradient term, the Reynold stransport term is 

not negligible and is in balance with the con- 

vective term in the mean temperature equation 

budget• Thus, the conjecture that the prediction 

of mean flow alone will not be very sensitive 

regardless of turbulence models used since the 
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mean flow is not strongly influenced by the tur- 

bulence and also does not appear to hold for the 

prediction of temperature field. 

4. Summary 

The effect of strong wall-injection on tempera- 

ture field has been investigated using a DNS 

technique in the injection-driven internal flow 

and various statistical quantities on temperature 

field were reported. The complexity of the flow 

comes from the interaction of mean flow with 

strongly injected normal flow at the wall and the 

subsequent evolution of the flow is characterized 

by a non-negligible streamwise inhomogeneity. 

A rapid drop of friction temperature can be 

explained by the fact that the velocity and tem- 

perature fields respond to the wall injection to a 

different degree• This behavior will raise an issue 

that low heat transfer rate near the propellant 

surface influences the regression process in an 

adverse manner. 

The classical approach in turbulent scalar 

transport study is to use the analogy which 

assumes that the turbulent diffusivity is propor- 

tional to the turbulent viscosity. Although the 

present results indicate that /~ev, and turbulent 

diffusivity are not correlated with Ru,~, and tur- 

bulent viscosity in a simple manner. This fact in 

addition to the findings that the dissipation time 

scale for temperature field decays rapidly would 

imply that the most of the current turbulence 

models tuned for non-transpired walls are not 

expected to work equally well for the strong- 

injection driven flow. 
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